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Abstract – 

Due to the lack of depth information, using 2D 

drawings to guide robotic manufacturing is difficult, 

such as stud welding and drilling. In this paper, a new 

algorithm, Fast-Pixel-Matching (FPM), is proposed to 

provide depth information for precise point 

positioning based on 2D drawings and structured 

light cameras. Based on our experiment, the efficiency 

of the FPM process is found to be at least 20 times 

higher than the brute-force search (BFS) method. 

Also, we demonstrated that the algorithm can be 

applied to automated stud welding, where the 

efficiency of positioning can be significantly improved 

and the positioning accuracy of the proposed method 

meets the code requirements. 

 

Keywords – 

Point positioning; 2D drawings; Supplementation 

of depth information; Stud welding; 3D vision 

1 Introduction 

Stud welding has been widely used in various 

scenarios, including nuclear power equipment [1], boiler 

equipment [2,3], bridge structures [4], building 

composite structures [5], and shipbuilding [6,7]. For 

example, the average consumption of studs per individual 

bridge amounts to 250,000 studs, and millions of studs 

are required for welding in the hull and compartments of 

ships [6]. Taking the studs on the upper flange surface of 

an I-beam as an example, before stud welding, workers 

are required to meticulously mark lines to locate studs on 

the surfaces of components based on Computer-Aided 

Design (CAD) drawings. This process is rather time-

consuming, where positioning a stud typically takes 

around 10 seconds [8]. Moreover, workers will spend 

more time positioning studs on curved components, and 

the verticality of stud welding cannot be guaranteed. 

During the process of positioning and welding studs, 

workers are required to maintain a prolonged and 

extremely forward-bent posture [9]. According to [10], 

when the duration of this bending posture exceeds four 

hours, the risk of experiencing lower back pain is 

heightened. The daily working hours for welding workers 

would commonly exceed four hours. 

In the current industry, the manufacturing process of 

steel beams has been highly automated in terms of steel 

plate cutting and welding. However, the welding of studs 

on the surfaces of components is still manually 

performed, which decreases the efficiency of the whole 

production line. 

To increase the efficiency of stud welding, a robotic 

welding framework was proposed in this paper that 

involves a robot arm, a structured light camera, and a 2D 

drawing. In particular, a Fast-Pixel-Matching (FPM) 

algorithm was developed to convert the welding position 

from 2D drawings to 3D working space. 

2 Related Work 

With the evolution of CAD technology, abundant 

manufacturing information is embedded within drawings.  

Taking computer numerical control (CNC) machine 

tools as an example, manufacturing 2D components often 

requires only a 2D Drawing Exchange Format (DXF) file, 

as seen in the case of CNC engraving machines [11]. 

However, if drilling is to be performed on curved 

surfaces, a 3D SolidWorks model becomes necessary 

[12]. This approach is viable in the field of mechanical 

engineering, where engineers commonly utilize 3D 

software for design. However, civil engineers tend to be 

accustomed to 2D design [13] and most of the structural 

designs were still represented using 2D drawings [14,15].  

For example, existing automated stud welding 

equipment typically requires only 2D DXF drawings for 

2D components [1]. During the shear stud welding 

process, the robotic arm descends automatically with its 

end-effector pointing vertically downward. The force 

sensor at the robotic arm's end-effector detects contact 

between the welding gun and the steel plate, triggering 
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the welding signal for the welding operation. 

However, when dealing with curved components, due 

to the requirement of perpendicular installation of shear 

studs to the steel plate surface, the robotic arm's end-

effector needs to maintain a perpendicular orientation at 

the welding point relative to the steel plate surface. 

Therefore, when dealing with 3D components, existing 

method requires the establishment of a 3D model based 

on 2D drawings to provide Cartesian coordinates and 

orientation information for shear stud welding[8], which 

proves to be quite time-consuming [16]. Hence, existing 

automated stud welding equipment does not align with 

the design conventions in civil engineering.  

 

(a) Light section sensor 

 

(b) Structured light camera 

Figure 1. The method of point cloud data 

acquisition 

In general, 2D drawings only contain planar 

coordinate information, thus necessitating the use of 

sensors to supplement missing Z-axis coordinates and 

orientation information of the target, such as studs. To 

acquire the missing information, in [2,3], the authors 

presented a measurement method that integrated 2D 

drawings with a light section sensor for the pose of the 

stud. The light section sensor captures point cloud data in 

the vicinity of the points to be welded, enabling the fitting 

of the orientation directional vector of the shear studs. 

However, the cost of the light section sensor is generally 

higher than that of a structured light camera. As 

illustrated in Figure 1(a), this method requires controlling 

the movement of the light section sensor in a specific 

direction to obtain point cloud data. In contrast, the 

structured light camera shown in Figure 1(b) can capture 

point cloud data within an area with a simple overhead 

shot. Hence, using a structured light camera to 

supplement missing 3D coordinate information in 2D 

drawings would result in higher operational efficiency. 

In the literature, 3D cameras have been used in 

several fields, such as fruit recognition [17], trajectory 

tracking [18], and pose tracking [19,20]. In most of these 

applications, the pixel coordinates [ , ]Tu v  and 

corresponding depth information camz  can be directly 

obtained using the object detection algorithm and 3D 

camera, which enables the calculation of the object's 

world coordinates [ ], , T

w w wx y z  using Equation (1) (for 

robotic operation, such as picking a fruit).  
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In the stud welding setting, however, the goal is to 

find the pixel coordinates, i.e., the welding point in the 

image, that corresponds to the given world coordinates 

[ ],w

T

wx y  from the 2D drawings. Due to the absence of 

world coordinates wz  and depth information camz , the 

pixel coordinates [ , ]Tu v  (guiding robotic arm) couldn’t 

be directly determined based on [ ],w

T

wx y , using 

Equation (1). 

To overcome this problem, this paper presents a new 

point-searching algorithm, i.e., FPM, which enables a 

rapid determination of corresponding pixel coordinates 

[ , ]Tu v  based on planar world coordinates [ ],w

T

wx y .  

3 Method 

The proposed framework comprises the following 

three steps. 

1. The AutoCAD plug-in is developed to extract the 

planar world coordinates of studs and circular 

marks based on C# programming language and 

the .Net API [21]. 

2. Based on planar world coordinates [ ],w

T

wx y , FPM 

is proposed for a rapid search of pixel coordinates 

[ ], Tu v  corresponding to planar world coordinates 

[ ], T

w wx y , which allows for the supplementation of 

missing Z-axis world coordinates wz  using 

Equation (1). 

3. Near the pixel coordinates [ ], Tu v , select several 

Laser

transmitter
Receiver

Scanning

direction 

C

Projector 2D Camera

41st International Symposium on Automation and Robotics in Construction (ISARC 2024)

169



other pixel coordinates and their corresponding 

world coordinates for obtaining the orientation 

vector n  of the stud welding position. With the 3D 

world coordinates [ ], , T

w w wx y z and the orientation 

vector n , the pose of the robotic arm end effector 

can be calculated. 

3.1 AutoCAD Plug-in 

In 2D drawings, there are typically tens of thousands 

of studs, and manually marking lines for positioning is a 

labour-intensive and highly repetitive task. Therefore, we 

developed an AutoCAD plug-in to extract the 

coordinates of studs. The primary development approach 

is as follows: 

1. Extracting the central coordinates of circles as the 

coordinates for studs. (shear studs are generally 

represented as circles in 2D drawings.) 

2. As illustrated in Figure 2, it is necessary to draw 

circular marks O, A, and B on the 2D drawing and 

establish a local frame. Hence, the coordinates of 

studs [ , ]T

l lx y  in the local frame can be extracted. 

3. Transforming the coordinates [ , ]T

l lx y of studs in 

the local frame to the world frame, as detailed in 

Section 3.1.1. 

 

Figure 2. CAD drawing 

A demo showing the extraction results of studs in 2D

 drawings can be found at: https://youtu.be/nrdaXvO8dk

E. 

3.1.1 Transformation of Planar Coordinates 

The planar coordinates of studs require converting 

from the local frame to the world frame, and the method 

is as follows: 

1. As shown in Figure 3, put the 3D printed 

component and marking board on the working 

plane according to their geometric relationships in 

the 2D drawing. 

2. As shown in Figure 3, the structured light camera 

mounted on the end of the robotic arm captures an 

overhead view of the marking board, obtaining 

RGB and depth images. Utilizing the Hough 

transform method [22], the pixel coordinates of the 

center points of circular marks O, A, and B are 

acquired. With Equation (1), the coordinates of the 

centers of circular marks O, A, and B in the world 

frame can be calculated. 

 

Figure 3. Experimental setup and the 

transformation between different frames  

 

Figure 4. The center of circle recognition results 

using the Hough transform method 

3. The center of circle recognition results [ , , ]T

camu v z  

using the Hough transform method are shown in 

Figure 4, and substitute [ , , ]T

camu v z  into Equation 

(1) to obtain the world coordinates of marks O: 

[ , ]O O T

w wx y , A: [ , ]A A T

w wx y , B: [ , ]B B T

w wx y . Having 

obtained the coordinates of marks in the world 

frame, utilizing Equation (2) allows for the 

transformation of the coordinates of studs from the 

local frame to the world frame. 
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Where 2local worldM is the transformation matrix from 

local frame to world frame, and its expression is as 

follows: 

2
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=     
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Where [1,0]TX = , [0,1]TY = . 

3.2 Fast Pixel-Matching Process 

After completing the coordinates transformation in 

Section 3.1.1, one can use the planar world coordinates 

of the studs to control the movement of the robot-

mounted structured light camera, positioning above the 

3D printed component, as shown in Error! Reference 

source not found.. This enables the acquisition of RGB 

and depth images of the target area. 

When transforming the coordinates of studs from the 

local frame to the world frame, with only knowledge of 

the planar world coordinates [ , ]T

w wx y , it is not possible 

to calculate the corresponding pixel coordinate [ ], Tu v  

using Equation (1). 

 

Figure 5. Iterative search process of BFS 

However, it is feasible to adopt BFS for calculating 

each pixel coordinate corresponding to the world 

coordinate in the image. In Figure 5, the pixel coordinates 

currently being searched are [ , ]Ti j , and their 

corresponding planar world coordinates in the plane can 

be calculated by Equation (1) as ( , ) ( , )[ , ]T

i j i jx y . 

By comparing ( , ) ( , )[ , ]T

i j i jx y  with [ , ]T

w wx y , when the 

‘dist’ ( 2 2

( , ) ( , )( ) ( )w i j w i jdist x x y y= − + − ) between the 

currently searched pixel (red start) and with target pixel 

(blue start) is less than 0.001m, the currently searched 

pixel coordinate [ , ]Ti j  can be considered as the pixel 

coordinate [ , ]Tu v for the welding point of the stud. 

However, it should be noted that BFS is quite time-

consuming, and we proposed another fast point searching 

method, FPM, with details outlined below. 

 

3.2.1 Algorithm Design 

 

Figure 6. Iterative search process of the FPM 

process 

It is important to note that, for the FPM application, 

as illustrated in Figure 6, the image pixel frame has its u-

axis opposite to the X-axis of the world frame, while the 

v-axis aligns with the Y-axis of the world frame, dividing 

the image into four quadrants labeled 0, 1, 2, and 3. 

Based on the above assumptions, Figure 6 illustrates 

the first three iterations of the algorithm's search process, 

and the computational iterative process of the algorithm 

is as follows. 
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As illustrated in Figure 6, when employing FPM for 

the search, during the first round of iteration, the world 

coordinate ( , ) ( , )[ , ]T

i j i jx y  corresponding to the currently 

searched pixel coordinate [ , ]Ti j  at the center of the 

image is calculated. The coordinate ( , ) ( , )[ , ]T

i j i jx y  is then 

compared with [ , ]T

w wx y , determining the next search 

quadrant based on the principle from Equation (3) to 

Equation (6). Through repeated cycles until ‘dist’ is less 

than 0.001m, the pixel coordinate [ , ]Tu v  corresponding 

to the planar world coordinate [ , ]T

w wx y  can be rapidly 

matched. 

( , ) ( , ) 0, ,w i j w i jx Quay dr tx y an =  (3) 

( , ) ( , ) 1, ,w i j w i jx Quay dr tx y an =  (4) 

( , ) ( , ) 2, ,w i j w i jx Quay dr tx y an =  (5) 

( , ) ( , ) 3, ,w i j w i jx Quay dr tx y an =  (6) 

The space complexity of FPM is 4(log )O m n . For an 

image resolution of 1280   960, the correspondence 

between [ , ]T

w wx y  and [ , ]Tu v  can be determined with a 

maximum of 11 ( 4log 1280 960 11  ) iterations.  

After 11 iterations of FPM, BFS is applied within a 

pixel range of 25 25 to obtain pixel coordinates, and 

‘dist’ can converge to 0.001m. The camera's field of view 

and resolution are respectively 460mm  360mm and 

1280   960, so approximately 3 pixels correspond to 

each millimeter. Therefore, a pixel range of 25 25 (±4 

mm range) is considered appropriate.  

For the sake of convenience in expression, the 

combined process of FPM and BFS will be referred to as 

the FPM process in the following content. 

In theory, only 11+25  25 = 636 iterations are 

needed in the FPM process to accomplish the process. 

However, using only the BFS method would require 

iterations of 1280  960 = 1,228,800, which is almost 

2000 times higher than that of the FPM method. 

4 Experimental Setup and Results 

4.1 Experimental Setup 

 

Figure 7. The dome of the LNG storage tank [23] 

As shown in Error! Reference source not found., 

the experimental setup is composed of a robotic arm 

(RM-65), structured light camera (PS800-E1, resolution 

1280   960), 3D printed component, and a marking 

board. The prototype of the 3D printed component is 

shown in Figure 7, which is the steel structural dome at 

the top of the LNG storage tank. An experiment was 

conducted to assess the efficiency and accuracy of the 

FPM process. 

In the experiment, a total of 17 welding points shown 

in Error! Reference source not found.(a) were 

considered as the target for point searching. for precision 

comparison, in this paper, the ground truth of the depth 

information of these welding points was obtained by 

using the mouse to click on the pixel coordinates at the 

center of each mark in Error! Reference source not 

found.(a), and then transforming them into world 

coordinates using Equation (1).  

4.2 Experimental Results 

4.2.1 Efficiency 

 

(a) BFS 
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(b) FPM process 

Figure 8. The number of iterations for the pixel 

search in the BFS and FPM process 

Based on the comparison shown in Figure 8, FPM 

achieved a much faster convergence than that of BFS. In 

particular, a total of 217 iterations were performed in the 

FPM process, while only BFS required 534,115 iterations, 

the comparative data can be found in Table 1. 

The efficiency of the FPM process, BFS, and the 

manual method is detailed in Table 2 for comparison. 

FPM exhibits exponential convergence, with an iteration 

efficiency 47,604 times greater than BFS. In Table 2, the 

time required for manual positioning was calculated 

based on the assumption that locating a welding point 

would require 10 seconds by marking lines [8]. 

In terms of iteration time, the efficiency of the FPM 

process is 21 times that of BFS and 105 times that of 

manual methods, allowing for the rapid determination of 

pixel coordinates corresponding to planar world 

coordinates. 

Table 1. Comparison of Iteration Steps between the 

FPM process and BFS  

Method FPM process BFS 

dist < 0.001m 217 534,115 

Table 2. The time required for positioning using 

different methods 

Method Time (s) Efficiency ratio 

FPM process 1.62 105 

BFS 34.4 5 

Manual method 170.0 1 

4.2.2 Accuracy 

 

Figure 9. Conversion from verticality to offset 

As shown in Figure 9, the ‘Code for acceptance of 

construction quality of steel structures’ only has a clear 

requirement for the verticality of studs. The inclination 

angle should not exceed 5 degrees [24]. Taking the 

commonly used size of stud M16   150 as an example, 

the maximum offset at the top of the stud can be 

calculated as 13.0mm. This calculation is used to 

determine the maximum allowable offset in the plane of 

the stud. 

The positioning accuracy errors of the FPM process 

and BFS compared with the manual method, as shown in 

Figure 10, indicated that they fully meet the code 

requirement, and the maximum error was only 2.09 mm 

in the direction of Z axis. 

Figure 11 presents the results of the 17-pixel 

coordinates mapped to the RGB image obtained through 

the FPM process. The green points represent the pixel 

coordinates corresponding to the planar world 

coordinates.  

Additionally, comparing with related literature on x-

y positioning accuracy, in [7], the proposed method has a 

maximum error of 8mm, while the FPM process has a 

maximum error of 7.1mm, representing a 9% 

improvement in accuracy. However, this approach relies 

on the manual use of an IMU device to designate the 

position of the welding points, while the method 

proposed in this paper can automatically search for the 

pixel coordinates of welding points without manual 

guidance. 
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Figure 10. The x-y positioning accuracy errors of 

FPM process and BFS compared with the manual 

method 

 

Figure 11. Pixel Coordinate Mapping by FPM 

process 

4.2.3 Analysis of Experimental Results 

This section conducts an analysis of the efficiency 

and errors in the iterative process of FPM process. 

Efficiency: 

As shown in Figure 8(b), the efficiency of FPM 

process is affected by the iterations of local search. Based 

on our experiments, the local search process can be 

significantly shortened or even avoided when the quality 

of the depth map is improved by using better cameras 

with higher accuracy in calculating the depth data.  

The quality of the depth map is influenced by various 

factors, including but not limited to oversaturation caused 

by ambient light [25], interference from external active 

illumination source [26,27], and so forth. Therefore, 

missing depth (holes) are always observed in the depth 

map. 

For the issue of missing depth, the following method 

is employed: the depth equivalent value for the currently 

searched pixel with missing depth is determined by 

calculating the average depth of non-zero points within a 

7 7 pixel range centered on it. 

The depth values for pixels with missing depth 

information are approximations, leading to errors when 

calculating world coordinates using Equation 1. And 

given that the maximum search iterations for FPM are set 

at 
4log 1280 960 11   times, it becomes challenging to 

converge to values below 1mm, especially in cases of 

poor depth map quality. Hence, local search process is 

necessary for further refinement under such 

circumstances. 

Therefore, the efficiency can be significantly 

improved by using better structured light camera with 

relatively fewer missing depth.  

Positioning accuracy: 

In our experiment, the errors in positioning mainly 

stem from three aspects that should be considered in 

further studies: 

1. The quality of the depth map obtained from the 

structured light camera. 

2. The accuracy of hand-eye calibration. 

3. The relative positional relationship between the 

marking board and 3D printed components placed 

on the actual working table versus that plotted in the 

2D drawings. 

5 Conclusion and Future Research 

To increase the efficiency of shear stud welding on 

the surface of 3D objects, a robotic manufacturing 

framework was proposed in this paper, which included a 

robotic arm, a structured light camera, and a 2D drawing. 

In particular, a fast point-searching algorithm, FPM, was 

developed and validated against a point-positioning 

experiment in our lab. 

Based on our experiment, the efficiency of the FPM 

process is found to be 20 times higher than the traditional 

BFS method, and 100 times higher than the manual 

positioning through marking lines, and its positioning 

accuracy meets the code requirements.  

Future research can be conducted to improve the 

proposed framework in the following aspects: 

1. Based on the obtained world coordinates and the 

orientation vector at the welding point, the pose of 

the robotic arm's end-effector can be further 

calculated to accomplish the welding and evaluate 

its quality. 

2. In the current setting, the robotic arm is fixed on the 

working plane. A more flexible welding platform 

can be developed by mounting the robotic arm on 

the linear axis or deploying it on an Unmanned 

Ground Vehicle (UGV) to accomplish the welding 

task on construction sites. 
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